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(57) ABSTRACT

Systems and methods for efficiently routing qubits in a
quantum computing system include selecting bubble nodes
and routing qubits to the bubble nodes. The systems and
methods further include dividing a system of nodes into
regions and selecting a bubble node for each region. The
systems and methods further include using super bubble
nodes with reliable links connected to other super bubble
nodes and bubble nodes to improve cross-region operations.
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VARIATION-AWARE QUBIT MOVEMENT
SCHEME FOR NOISE INTERMEDIATE
SCALE QUANTUM ERA COMPUTERS

BACKGROUND

[0001] Quantum computations are noisy and often result
in errors. As the number of qubits grows in the era of Noisy
Intermediate Scale Quantum (NISQ) computing, reducing
error rates is needed to improve reliability of the results from
quantum operations.

[0002] To reduce errors from quantum computations, spe-
cialized codes called quantum error correction codes (QEC)
have been proposed. However, implementation of QEC has
associated disadvantages such as requiring area overhead
and additional physical qubits to encode one fault tolerant
qubit. Furthermore, NISQ machines, such as those with 10
to 1000 qubits, may not have enough resources for error
correction.

[0003] Other proposed solutions aim to improve the reli-
ability of NISQ computers through various qubit allocation
algorithms. Specifically, these proposed solutions attempt to
alleviate qubit allocation problems by presenting different
search algorithms based on dynamic programming, combin-
ing simulated annealing methods with local search, heuristic
search algorithms, and Dijkstra’s algorithm. However, an
optimal algorithm for such proposed solutions requires
exponential time and space to execute and can only work for
circuits with a limited number of qubits. In addition, for each
qubit operation, these proposed solutions apply a search
algorithm on an area of a network with a large number of
nodes up to the entire network, which further increases time
and the computation complexity.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] A more detailed understanding can be had from the
following description, given by way of example in conjunc-
tion with the accompanying drawings wherein:

[0005] FIG. 1 is a block diagram of an example device in
which one or more features of the disclosure can be imple-
mented;

[0006] FIG. 2 is a block diagram of the device of FIG. 1,
illustrating additional detail;

[0007] FIG. 3 is a directed graph representation of an
example quantum computing system;

[0008] FIG. 4 is a directed graph representation of an
example quantum computing system including multiple
regions;

[0009] FIG. 5A is a representation of an example quantum
computing system in first epoch time;

[0010] FIG. 5B is a representation of another example
quantum computing system in a second epoch time;
[0011] FIG. 6 is a diagram of a quantum computing system
including super bubble nodes;

[0012] FIG. 7 is a flow diagram of an example method for
efficiently routing qubits in a quantum computing system;
[0013] FIG. 8 is a flow diagram of an example method for
efficiently routing qubits across regions in a quantum com-
puting system; and

[0014] FIG. 9 is a flow diagram depicting another example
method for modifying regions and updating bubble nodes
for the regions.
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DETAILED DESCRIPTION

[0015] Quantum computers can be used to accelerate
solving difficult problems such as prime-factorization, data-
base searches, and material simulations. Quantum algo-
rithms generally use quantum bits (qubits) to represent data
and exploit quantum operations to change the state of qubits.
Existing quantum technology has enabled researchers to
enter a Noisy Intermediate Scale Quantum (NISQ) era.
NISQ allows for quantum systems with dozens to thousands
of qubits. However, one of the current challenges of quan-
tum computers in the NISQ era is noise negatively affecting
quantum calculations. Qubits can stay in a mixed state for
only a certain period of time and may lose the state due to
changes in the surrounding environment. This can affect
qubit operation accuracy and increase errors. In a NISQ
computer system, there is a significant variability in the error
rates of the qubits and the links connecting nodes. Addi-
tionally, for a pair of nodes A and B, the error rate of moving
a qubit from A to B can be different than the error rate of
moving a qubit from B to A.

[0016] Reduction of the error rates for NISQ computer
systems enables operation of larger systems that can use
more qubits and produce more reliable results. Systems and
methods for low overhead qubit movement applicable to
NISQ systems and beyond that can work with any number
of qubits are provided in more detail below. These systems
and methods guide more operations toward stronger and
more robust links to alleviate the impact of error rates and
hence, improve the reliability of the system.

[0017] Examples of systems, methods, and non-transitory
computer-readable media are provided herein for improving
reliability of quantum computing operations. In one
example, a method includes measuring a first plurality of
performances associated with a second plurality of connec-
tions between a third plurality of nodes to determine a fourth
plurality of reliabilities associated with the second plurality
of connections. The method further includes selecting a
bubble node of the third plurality of nodes, wherein the
bubble node has connections with associated relatively
higher reliabilities than other nodes of the third plurality of
nodes. The method further includes selectively moving a
first qubit from a first node to the bubble node and selec-
tively moving a second qubit from a second node to the
bubble node. Then, a quantum operation is performed at the
bubble node using the first qubit and the second qubit.
[0018] Inanother example, the bubble node is the same as
the first node such that selectively moving the first qubit
includes keeping the first qubit at the first node.

[0019] In another example, a reliability associated with
moving a qubit from a first node to a second node is different
than a reliability associated with moving the qubit from the
second node to the first node.

[0020] In another example, a fifth plurality of nodes
includes the third plurality of nodes, the fifth plurality of
nodes includes a sixth plurality of regions, and the third
plurality of nodes are assigned to a first region of the sixth
plurality of regions. In this example, the method further
includes selecting, for each of the sixth plurality of regions,
a bubble node that has connections with associated relatively
higher reliabilities than other nodes of a respective region of
the sixth plurality of regions. The method further includes
selectively moving, for each of the sixth plurality of regions,
qubits residing in a same region to a respective bubble node
of the same region.
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[0021] In another example, the fifth plurality of nodes
includes one or more super bubble nodes, and the one or
more super bubble nodes are connected with the respective
bubble nodes of the sixth plurality of regions. In this
example, the method further includes moving a first bubble
qubit from a first bubble node to a super bubble node
connected to the first bubble node, moving a second bubble
qubit from a second bubble node to the super bubble node
connected to the second bubble node, and performing a
quantum operation at the super bubble node using the first
bubble qubit and the second bubble qubit.

[0022] In another example, the super bubble node has
connections to other super bubble nodes and other bubble
nodes that are relatively more reliable compared to connec-
tions between nodes that are neither bubble nodes nor super
bubble nodes.

[0023] In another example, a method further includes
modifying the first region and a second region of the sixth
plurality of regions, wherein at least one node of the first
region is reassigned to the second region or at least one node
of the second region is reassigned to the first region.
[0024] In another example, a method includes selecting a
new first bubble node of the modified first region and
selecting a new second bubble node of the modified second
region.

[0025] In another example, a method includes remeasur-
ing the first plurality of performances to determine an
updated fourth plurality of reliabilities. The method further
includes selecting an updated bubble node that has connec-
tions with associated relatively higher updated reliabilities
than other nodes of the third plurality of nodes. The method
further includes moving a third qubit from a third node to the
updated bubble node, moving a fourth qubit from a fourth
node to the updated bubble node, and performing another
quantum operation using the third qubit and the fourth qubit.
In another example, the updated bubble node is different
than the first node.

[0026] FIG.1is ablock diagram of an example device 100
in which one or more features of the disclosure can be
implemented. The device 100 can include, for example, a
computer, a gaming device, a handheld device, a set-top box,
a television, a mobile phone, or a tablet computer. The
device 100 includes a processor 102, a memory 104, a
storage 106, one or more input devices 108, and one or more
output devices 110. The device 100 can also optionally
include an input driver 112 and an output driver 114. It is
understood that the device 100 can include additional com-
ponents not shown in FIG. 1.

[0027] In various alternatives, the processor 102 includes
a central processing unit (CPU), a graphics processing unit
(GPU), a CPU and GPU located on the same die, or one or
more processor cores, wherein each processor core can be a
CPU or a GPU. In various alternatives, the memory 104 is
located on the same die as the processor 102, or is located
separately from the processor 102. The memory 104
includes a volatile or non-volatile memory, for example,
random access memory (RAM), dynamic RAM, or a cache.
[0028] The storage 106 includes a fixed or removable
storage, for example, a hard disk drive, a solid state drive, an
optical disk, or a flash drive. The input devices 108 include,
without limitation, a keyboard, a keypad, a touch screen, a
touch pad, a detector, a microphone, an accelerometer, a
gyroscope, a biometric scanner, or a network connection
(e.g., a wireless local area network card for transmission
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and/or reception of wireless IEEE 802 signals). The output
devices 110 include, without limitation, a display, a speaker,
a printer, a haptic feedback device, one or more lights, an
antenna, or a network connection (e.g., a wireless local area
network card for transmission and/or reception of wireless
IEEE 802 signals).

[0029] The input driver 112 communicates with the pro-
cessor 102 and the input devices 108, and permits the
processor 102 to receive input from the input devices 108.
The output driver 114 communicates with the processor 102
and the output devices 110, and permits the processor 102 to
send output to the output devices 110. It is noted that the
input driver 112 and the output driver 114 are optional
components, and that the device 100 will operate in the same
manner if the input driver 112 and the output driver 114 are
not present. The output driver 114 includes an accelerated
processing device (“APD”) 116 which is coupled to a
display device 118. The APD 116 accepts compute com-
mands and graphics rendering commands from processor
102, processes those compute and graphics rendering com-
mands, and provides pixel output to display device 118 for
display. As described in further detail below, the APD 116
includes one or more parallel processing units to perform
computations in accordance with a single-instruction-mul-
tiple-data (“SIMD”) paradigm. Thus, although various func-
tionality is described herein as being performed by or in
conjunction with the APD 116, in various alternatives, the
functionality described as being performed by the APD 116
is additionally or alternatively performed by other comput-
ing devices having similar capabilities that are not driven by
a host processor (e.g., processor 102) and provides graphical
output to a display device 118. For example, it is contem-
plated that any processing system that performs processing
tasks in accordance with a SIMD paradigm may perform the
functionality described herein. Alternatively, it is contem-
plated that computing systems that do not perform process-
ing tasks in accordance with a SIMD paradigm performs the
functionality described herein.

[0030] FIG. 2 is a block diagram of the device 100,
illustrating additional details related to execution of pro-
cessing tasks on the APD 116. The processor 102 maintains,
in system memory 104, one or more control logic modules
for execution by the processor 102. The control logic
modules include an operating system 120, a kernel mode
driver 122, and applications 126. These control logic mod-
ules control various features of the operation of the proces-
sor 102 and the APD 116. For example, the operating system
120 directly communicates with hardware and provides an
interface to the hardware for other software executing on the
processor 102. The kernel mode driver 122 controls opera-
tion of the APD 116 by, for example, providing an applica-
tion programming interface (“API”) to software (e.g., appli-
cations 126) executing on the processor 102 to access
various functionality of the APD 116. The kernel mode
driver 122 also includes a just-in-time compiler that com-
piles programs for execution by processing components
(such as the SIMD units 138 discussed in further detail
below) of the APD 116.

[0031] The APD 116 executes commands and programs
for selected functions, such as graphics operations and
non-graphics operations that may be suited for parallel
processing. The APD 116 can be used for executing graphics
pipeline operations such as pixel operations, geometric
computations, and rendering an image to display device 118
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based on commands received from the processor 102. The
APD 116 also executes compute processing operations that
are not directly related to graphics operations, such as
operations related to video, physics simulations, computa-
tional fluid dynamics, or other tasks, based on commands
received from the processor 102.

[0032] The APD 116 includes compute units 132 that
include one or more SIMD units 138 that perform operations
at the request of the processor 102 in a parallel manner
according to a SIMD paradigm. The SIMD paradigm is one
in which multiple processing elements share a single pro-
gram control flow unit and program counter and thus
execute the same program but are able to execute that
program with different data. In one example, each SIMD
unit 138 includes sixteen lanes, where each lane executes the
same instruction at the same time as the other lanes in the
SIMD unit 138 but can execute that instruction with different
data. Lanes can be switched off with predication if not all
lanes need to execute a given instruction. Predication can
also be used to execute programs with divergent control
flow. More specifically, for programs with conditional
branches or other instructions where control flow is based on
calculations performed by an individual lane, predication of
lanes corresponding to control flow paths not currently being
executed, and serial execution of different control flow paths
allows for arbitrary control flow.

[0033] The basic unit of execution in compute units 132 is
a work-item. Each work-item represents a single instantia-
tion of a program that is to be executed in parallel in a
particular lane. Work-items can be executed simultaneously
as a “wavefront” on a single SIMD processing unit 138. One
or more wavefronts are included in a “work group,” which
includes a collection of work-items designated to execute
the same program. A work group can be executed by
executing each of the wavefronts that make up the work
group. In alternatives, the wavefronts are executed sequen-
tially on a single SIMD unit 138 or partially or fully in
parallel on different SIMD units 138. Wavefronts can be
thought of as the largest collection of work-items that can be
executed simultaneously on a single SIMD unit 138. Thus,
if commands received from the processor 102 indicate that
a particular program is to be parallelized to such a degree
that the program cannot execute on a single SIMD unit 138
simultaneously, then that program is broken up into wave-
fronts which are parallelized on two or more SIMD units 138
or serialized on the same SIMD unit 138 (or both paral-
lelized and serialized as needed). A scheduler 136 performs
operations related to scheduling various wavefronts on dif-
ferent compute units 132 and SIMD units 138.

[0034] The parallelism afforded by the compute units 132
is suitable for graphics related operations such as pixel value
calculations, vertex transformations, and other graphics
operations. Thus in some instances, a graphics pipeline 134,
which accepts graphics processing commands from the
processor 102, provides computation tasks to the compute
units 132 for execution in parallel.

[0035] The compute units 132 are also used to perform
computation tasks not related to graphics or not performed
as part of the “normal” operation of a graphics pipeline 134
(e.g., custom operations performed to supplement process-
ing performed for operation of the graphics pipeline 134).
An application 126 or other software executing on the
processor 102 transmits programs that define such compu-
tation tasks to the APD 116 for execution.
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[0036] Variation-aware systems and methods are detailed
below for efficiently moving qubits in computer systems,
and specifically including NISQ computing systems. These
systems and methods alleviate the impact of error rates and
hence maximize the reliability of results produced by quan-
tum computing systems.

[0037] In quantum computing systems, data must be
moved from one physical location to another via one or more
links. In terms of quantum computing, data may be referred
to as a program qubit. A location, or node, may be referred
to as a physical qubit. For practical reasons, quantum
computers allow connectivity between only the neighboring
nodes. In other words, program qubits, or data, are moved
only between neighboring nodes. Thus, communication
between nodes that are not neighbors is executed via inter-
mediate nodes. In one example, quantum computing systems
move data between neighboring nodes so that two or more
qubits are routed to a same node where a quantum operation
is performed on the two or more qubits.

[0038] There are multiple ways to implement physical
qubits. In one implementation, superconducting physical
qubits are each a combination of a inductor and capacitor as
an LC circuit. In an example, the links that connect the
physical qubits are implemented by a shared bus or resona-
tor. In the example wherein a link is a resonator, the
resonator operates at a dedicated frequency. In one example,
to move a program qubit from one node to another neigh-
boring node, electromagnetic pulses are sent at microwave
frequencies to the resonator connecting the nodes. In one
example, control of the quantum computing system, includ-
ing directing the movement of program qubits and execution
of quantum operations, is performed using cables to send the
microwave pulses at different frequencies and durations to
control and measure any one or more of the links, nodes, and
data.

[0039] In one example, a state of a physical qubit repre-
sents the program qubit. As used herein after, a qubit may
refer to data generally and may refer to the state of a node.
In some examples, a node is an execution unit or processor
in a quantum computing system. In some examples, a node
includes one or more arithmetic logic units (ALUs) and
supporting circuitry. In some examples, a node includes
hardware, software, or a combination of hardware and
software. In some embodiments, the hardware includes
circuitry that executes quantum operations.

[0040] In one example, a quantum computing system
includes n nodes that are divided up into K regions. In each
of'the K regions, a node is selected that has overall relatively
stronger connections, or links, to other nodes in the region
than other nodes of the respective region. This selected node
may be referred to as a bubble node and in some examples
it is intentionally left unused. This bubble node can then be
used for specific qubit operations to improve reliability of
the quantum computing system. For each operation of two
qubits, if the two qubits are from the same region, the two
qubits are routed to the bubble node of that region. In other
words, both qubits are mapped to the bubble node to perform
the operations.

[0041] In a case that two qubits are from two different
regions, in one example, each qubit is first mapped to its
respective bubble node, and then the qubits are routed to one
of the two respective bubble nodes to perform the operation.
Since there is a significant variability in the error rates of the
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connecting links, in a new time period, a different node with
stronger links than the previous bubble node can be selected.

[0042] In another example where two qubits are from two
different regions, the quantum computing system further
includes special nodes that may be referred to as super
bubble nodes. In one example, a super bubble node is used
for cross-region qubit movements and operations. In one
example, a super bubble node is connected directly to the
two bubble nodes of the two different regions as well as to
other super bubble nodes with highly reliable links to enable
reliable and efficient cross-region connectivity. In one
example, a super bubble node is made from different mate-
rial than other nodes that is less affected by the environment.
As such, links to and from the super bubble node are more
reliable than those for other nodes.

[0043] FIG. 3 is a directed graph representation of an
example quantum computing system 300 including a control
system 310 and a system of nodes 320 including nodes A, B,
C, D, E, and F, qubits Q1 and Q2, and unidirectional direct
links connecting adjacent nodes. The control system 310 can
be hardware, software, or a combination and hardware and
software. In one example, the control system 310 is circuitry
that controls operation of the system of nodes 320. The
control system 310 includes, for example, a processor and
supporting circuitry that controls operation of the system of
nodes 320. For example, the control system 310 can include
any portion of example device 100 depicted in FIG. 1 or
FIG. 2 to control the system of nodes 320. In one example,
the control system 310 includes a combination of conven-
tional computing system hardware and software that is
coupled to the system of nodes 320 via cables to send
microwave pulses at different frequencies and durations to
control the system of nodes 320. The control system 310 as
depicted in FIG. 3 is similarly incorporated in the examples
depicted in FIGS. 4, 5, and 6 as well.

[0044] When referencing a unidirectional link herein, the
link is referenced by the source node followed by the
destination node. For example, when referencing the unidi-
rectional link from node A to node C, the link is referred to
as link AC. In FIG. 3, each unidirectional link is depicted
with an associated success rate. The success rate is an
indication of the probability that moving a qubit across the
unidirectional link will not result in an error. Thus, the
depicted success rates indicate an associated reliability of
the link successfully moving a qubit from a source node at
one end of the link to a destination node at the other end of
the link. For example, as depicted in FIG. 3, the success rate
for link CB is 0.9. In other words, there is a 90% chance that
a qubit can be moved from node C to node B successfully,
e.g., without introducing an error.

[0045] In a baseline conventional quantum computing
system, one of the two qubits Q1 and Q2 is moved to the
location of the other qubit. For example, as shown in FIG.
3, qubit Q1 is located at node A and qubit Q2 is located at
node E. Qubit Q1 is moved from node A to node E to
perform a quantum operation. In this example, a maximum
success rate is achieved by routing Q1 to Q2 through links
AC, CB, and BE. The associated aggregate success rate is
thus 0.8x0.9x0.8=0.576. In this example, all of the different
permutations of routes by which Q1 may be routed to Q2 are
evaluated and their respective aggregate success rates cal-
culated to determine the optimum rate. When the number of
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nodes and associated links increases, the overhead associ-
ated with assessing all of the possible routes becomes
prohibitive.

[0046] As an alternative, in one example, node B is
selected as a bubble node. Here, the links associated with
node B, including links FB, BF, CB, BC, BE, and EB have
associated success rates of 0.7, 0.7, 0.9, 0.7, 0.8, and 0.9
respectively. These success rates are relatively better than
the links associated with other nodes and thus node B is
selected as the bubble node. Q1 is routed to node B via links
AC and CB and Q2 is routed to node B via link EB. Here,
the aggregate success rate is then 0.8x0.9x0.9=0.648, which
is 12.5% better than that for the prior baseline example
provided above.

[0047] In the example depicted in FIG. 3, the directed
graph represents one region of K regions in a larger quantum
computing system. In FIG. 4, an example of a larger
quantum computing system 400 is depicted including con-
trol system 410 and a system of nodes 420 with three
regions, region 1, region 2, and region 3. As depicted in FIG.
4, each region has a selected bubble node: node B in region
1, node N in region 2, and node AA in region 3. Each bubble
node has relatively stronger links associated with it than
other nodes of its respective region. In one example, a
version of a Dijkstra’s algorithm is performed to select the
bubble nodes. After the bubble nodes have been selected,
these bubble nodes are intentionally left unused.

[0048] For a given source node in the graph, the basic
Dijkstra algorithm finds the shortest path between the source
node and every other node. In one example, the Dijkstra
algorithm finds the highest aggregate success rate path
between the source node and every other node. In one
example of a modified version of Dijkstra’s algorithm, for a
given node within a region, the highest aggregate success
rate path from every other node to the given node is
determined. In another example, the highest aggregate suc-
cess rate path from the given node to every other node is
determined.

[0049] For example, for region 1 of FIG. 4, for node B, a
modified Dijkstra’s algorithm finds a path with a highest
success rate from node A to node B, from node C to node B,
from node J to node B, from node K to node B, from node
L to node B, from node S to node B, from node T to node
B, and from node U to node B. Then, a measure of the
overall success rate for those paths as the total success rate
of node B is calculated. In one example, the measure of
overall success rate is a sum of the aggregate success rates
from all of the other nodes to node B. In another example,
the measure of overall success rate is an average of the
aggregate success rates from all of the other nodes to node
B. Additionally or alternatively, in some examples, the
measure of overall success rate can be any other statistical
measure of the overall success rate includes a mode, median,
single highest success rate link, single highest success rate
of the least successfully rated link, etc. In this example, the
modified version of Dijkstra’s algorithm is used to also find
all of the paths with highest success rates to all other nodes
and a measure of a total success rate for those nodes is
calculated. Finally, a node which has the highest measure of
overall success rate compared to other nodes in the region is
selected as the bubble node. In the example depicted in FIG.
4, node B is selected as the bubble node in region 1.
[0050] In one example, on a condition that an operation is
to be performed on two qubits within a same region, first a
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success rate is calculated for routing one of the qubits to the
location of the other qubit. If the calculated success rate is
less than a threshold, a second success rate is calculated for
routing the two qubits to the bubble node of its region. The
calculated first success rate and second success rate are
compared, and the candidate routing method that has a
higher corresponding success rate is selected. Comparing
the first success rate to a threshold eliminates the number of
success rate calculations when routing one qubit to the other
qubit is sufficiently reliable. In some examples, the threshold
is dynamically or statically set and is selected by a user, by
an operating system, by hardware, by software, or by any
combination thereof.

[0051] In some examples, it is advantageous to modify
regions to reassign one or more nodes to a different region.
As described above, environmental conditions can affect the
reliability of the links that connect nodes in a quantum
computing system. In one example, in a first epoch time, it
is advantageous for a particular node to route a qubit to a first
bubble node because the aggregate success rate moving the
qubit to the first bubble node is strongest. In this example,
in a second epoch time, it is advantageous for the particular
node to route a qubit to a second bubble node in a different
region because the success rates of the links have changed
such that the aggregate success rate moving the qubit to the
second bubble node is strongest. However, in one example,
because a region is defined by which nodes can use a bubble
node, for a node to use a bubble node in a different region,
the node is first reassigned to the different region.

[0052] FIGS. 5A and 5B depict representations of example
quantum computing systems 500A and 500B in a first epoch
time t0 and a second epoch time t1, respectively. Quantum
computing system 500A includes control system 510A
coupled to a system of nodes 520A. Quantum computing
system 500B includes control system 510B coupled to a
system of nodes 520B. In FIGS. 5A and 5B, link success
rates of interest are shown. In the examples shown in FIGS.
5A and 5B, nodes B, N, and AA are selected as bubble nodes
for their respective regions. As described above, nodes B, N,
and AA are selected as having relatively stronger associated
links to surrounding nodes than other nodes of their respec-
tive regions.

[0053] As described above, in one example, a region is
defined by the nodes that can use a particular bubble node.
The assignment of nodes to regions in some examples is
based on the strength of the links connecting the nodes to the
bubble node. In other examples, nodes are assigned to a
same region when qubits at those nodes will be involved in
operations. Thus, assigning nodes involved in shared opera-
tions to a same region avoids needing to cross a region
boundary.

[0054] As shown in FIG. 5A, during epoch time to, links
CB, CD, DE, EN, WN, XW, YX, YZ, and ZAA have success
rates 0.8, 0.75, 0.9, 0.9, 0.9, 0.85, 0.8, 0.85, and 0.9,
respectively. In epoch time t0, a qubit residing at node C is
moved to bubble node B for operation using link CB with a
success rate of 0.8. Similarly, a qubit residing at node Y is
moved to bubble node AA using links YZ and ZAA with an
aggregate success rate of 0.85x0.9=0.765.

[0055] In another example, such as in epoch time tl as
depicted in FIG. 5B, environmental changes affect the
reliability of the links. In this example, a modified Dijkstra’s
algorithm is performed to search for better bubble nodes. As
described above, the changes in conditions sometimes lead
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to selection of new bubble node assignments. However, in
the example depicted in FIG. 5B, the bubble nodes B, N, and
AA are not reassigned, but rather the nodes are reassigned to
different regions and their associated bubble nodes. In other
examples, both new nodes are selected as bubble nodes and
the regions are redefined. In one example, nodes located in
neighboring regions along a boarder are considered. As
depicted in FIG. 5A, nodes C, D, L, M, U, V. F, G, O, P, X,
and Y are considered for reassignment to a new region and
associated bubble node. In other examples, any other subset
of nodes or all nodes are considered for reassignment.

[0056] As shown in FIG. 5B, links CB, CD, DE, EN, WN,
XW, YX, YZ, and ZAA now have success rates 0.5, 0.7,
0.85,0.9,0.9, 0.8, 0.75, 0.6, and 0.85, respectively. Based on
these changed success rates, the modified Dijkstra’s algo-
rithm, for example, identifies bubble node N as a more
optimal bubble node for node C. As depicted in FIG. 5B,
moving a qubit from node C to bubble node B has a success
rate of 0.5, whereas moving the qubit from node C to bubble
node N has an aggregate success rate of 0.7x0.85x0.9=0.
5355. Similarly, moving a qubit from node Y to bubble node
AA has an aggregate success rate of 0.6x0.85=0.51, whereas
moving the qubit from node Y to bubble node N has an
aggregate success rate of 0.75x0.8x0.9=0.54. As shown in
FIG. 5B, based on the new conditions, the regions are
adjusted such that node C is moved from region 1 to region
2 and node C is moved from region 3 to region 2 so that they
are mapped to bubble node N via stronger links.

[0057] In some of the above examples, qubits of interest
are located within a same region. As such, in accordance
with the examples herein, the qubits are moved to the bubble
node of the same region for a quantum operation, for
example. In other examples, two qubits are from two dif-
ferent regions. For this scenario, in one example, each qubit
is routed to its respective bubble node and then one of the
qubits is routed to the other bubble node. In a scenario where
the bubble nodes are directly connected, this routing is
straightforward. However, in an example of a larger system,
bubble nodes are sometimes not directly connected. With
one layer of abstraction, the number nodes may be too large
and the number of direct links, both incoming and outgoing,
is n(n-1) for n bubble nodes. Under such conditions, it is
impractical to route a qubit from one bubble node to another.

[0058] To mitigate the cost associated with managing
movement of qubits in a quantum computing system with a
large number of bubble nodes, in one example, the bubble
nodes are divided into groups. Each bubble node in a group
of bubble nodes is connected to a super bubble node for the
group. Further, each super bubble node is connected to the
other super bubble nodes. In some examples, each super
bubble node is connected to all other super bubble nodes or
to some subset of the other super bubble nodes. The super
bubble nodes provide for reliable cross-region connectivity.
In one example, the super bubble nodes are made from
different material than other nodes. In one example, this
material is less affected by the environment so that links to
and from the super bubble node are more reliable than those
for other nodes. For cross-region movement of qubits, a
qubit is first routed to its bubble node, and then routed to the
connected super bubble node. A quantum operation on the
qubits is then performed at a super bubble node or the qubit
at the super bubble node is moved to the bubble node of the
other qubit and a quantum operation is performed there.
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[0059] FIG. 6 is a diagram of a quantum computing
system 600 including control system 610 and a system of
nodes 620 that includes super bubble nodes that are labeled
with an “S” and bubble nodes that are labeled with a “B”.
Although the super bubble nodes are depicted with single,
bidirectional links connecting them to other nodes, the links
can also be unidirectional incoming and outgoing links
similar to those between other nodes in the quantum com-
puting system 600. As described above, the bubble nodes are
divided into groups, so that a first group of the bubble nodes
from region 1 and 2 are connected to a first super bubble
node. A second group of bubble nodes from regions 3 and 4
are connected to a second super bubble node. A third group
of'bubble nodes from regions 5 and 6 are connected to a third
super bubble node. A fourth group of bubble nodes from
regions 7 and 8 are connected to a fourth super bubble node.
Although each super bubble node is depicted connected to
an equal number of bubble nodes, the groups of bubble
nodes can have different numbers of bubble nodes per group
and, thus, different super bubble nodes can be connected to
different numbers of bubble nodes.

[0060] FIG. 7 is aflow diagram of an example method 700
for efficiently routing qubits in a quantum computing sys-
tem. The method 700 includes, at 710, measuring a first
plurality of performances associated with a second plurality
of connections between a third plurality of nodes to deter-
mine a fourth plurality of reliabilities associated with the
second plurality of connections. The method 700 further
includes, at 720, selecting a bubble node of the third
plurality of nodes. In accordance with the description above,
the bubble node has connections with associated relatively
higher reliabilities than other nodes of the third plurality of
nodes.

[0061] The method 700 further includes, at 730, determin-
ing whether an aggregate success rate of moving a first qubit
to a second qubit is less than a threshold. If the aggregate
success rate is not less than the threshold, the method moves
to 740 and one qubit of the first qubit or second qubit is
moved to the other qubit and a quantum operation is
performed using the qubits. If the aggregate success rate is
less than the threshold, the method moves to 750 and it is
determined whether an aggregate success rate of moving the
qubits to the bubble node is greater than the aggregate
success rate of moving the one qubit to the other qubit. If the
aggregate success rate of moving the qubits to the bubble
node is not greater than the aggregate success rate of moving
the one qubit to the other qubit, then the method moves to
740 and the one qubit is moved to the other qubit and the
quantum operation is performed using the qubits. If the
aggregate success rate of moving the qubits to the bubble
node is greater than the aggregate success rate of moving the
one qubit to the other qubit, then the method moves to 760
and a first qubit from a first node is moved to the bubble
node. At 770, a second qubit is selectively moved from a
second node to the bubble node. The method 700 further
includes, at 780, performing the quantum operation at the
bubble node using the qubits.

[0062] Although the method 700 shown in FIG. 7 depicts
steps in a particular order and separated into distinct steps,
other examples include rearranging, combining, or dividing
the steps. For example, although steps 730 and 740 are
depicted separately, these steps could be performed concur-
rently in a single step. Further, steps can be removed from
method 700. For example, method 700 can move from step
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720 directly to step 760 without comparing success rates
with a threshold or comparing one qubit routing process to
another.

[0063] FIG. 8 is a flow diagram of an example method 800
for efficiently routing qubits across regions in a quantum
computing system. The method 800 includes, at 810, select-
ing, for each of a plurality of regions, a bubble node that has
connections with associated relatively higher reliabilities
than other nodes of a respective region. The method 800
further includes, at 820, selectively moving, for each of the
plurality of regions, qubits residing in a same region to a
respective bubble node of the same region. The method
further includes, at 830, moving a first bubble qubit from a
first bubble node to a super bubble node connected to the
first bubble node. The method 800 further includes, at 840,
moving a second bubble qubit from a second bubble node to
the super bubble node connected to the second bubble node.
The method 800 further includes, at 850, performing a
quantum operation at the super bubble node using the first
bubble qubit and the second bubble qubit. Alternatively, a
qubit moved to the super bubble node can then be moved to
the bubble node of the other qubit and a quantum operation
can be formed at the bubble node.

[0064] Similarly as described above with respect to
method 700 depicted in FIG. 7, steps shown in FIG. 8 can
be rearranged, combined, or divided. For example, although
step 810 includes selecting bubble nodes for each region and
then in step 820 moving qubits to the bubble nodes, alter-
natively a bubble node could be selected for a region and a
qubit in that region could be moved to the bubble node, and
then this can be sequentially repeated for a next region.
Alternatively, the selection of a bubble node and routing of
a qubit to the respective bubble node could be done in
parallel for all regions or some subset of the regions.

[0065] FIG. 9is a flow diagram depicting another example
method 900 for modifying regions and updating bubble
nodes for the regions. The method 900 includes, at 910,
selecting a bubble node of a plurality of nodes in a region.
The method 900 includes, at 920, modifying the region to
add or remove one or more nodes to the region based on new
reliabilities associated with moving qubits between nodes in
the modified region. This includes, for example, moving a
node from a first region to a second region because the
aggregate success rate of moving a qubit from the node to a
bubble node of the second region is higher than the aggre-
gate success rate of moving the qubit from the node to the
bubble node of the first region. The method 900 includes, at
930, selecting an updated bubble node based on the new
reliabilities for the modified region. In one example, the
updated bubble node is the same as the previous bubble
node, and in another example the updated bubble node is
different than the previous bubble node.

[0066] The methods and steps included therein depicted in
FIGS. 7, 8, and 9 can be performed in conjunction with
control provided by, for example, the control system
depicted in FIGS. 3, 4, and 5. For example, the control
system 310 in FIG. 3 controls the system of nodes 320 in
FIG. 3 and performs any portion of the steps depicted in
FIG. 7.

[0067] It should be understood that many variations are
possible based on the disclosure herein. Although features
and elements are described above in particular combina-
tions, each feature or element can be used alone without the
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other features and elements or in various combinations with
or without other features and elements.

[0068] The various functional units illustrated in the fig-
ures and/or described herein (including, but not limited to,
the processor 102, the input driver 112, the input devices
108, the output driver 114, the output devices 110, the
accelerated processing device 116, the scheduler 136, the
graphics processing pipeline 134, the compute units 132, the
SIMD units 138, the nodes, and super bubble nodes may be
implemented as a general purpose computer, a processor, or
a processor core, or as a program, software, or firmware,
stored in a non-transitory computer readable medium or in
another medium, executable by a general purpose computer,
a processor, or a processor core. The methods provided can
be implemented in a general purpose computer, a processor,
or a processor core. Suitable processors include, by way of
example, a general purpose processor, a special purpose
processor, a conventional processor, a digital signal proces-
sor (DSP), a plurality of microprocessors, one or more
microprocessors in association with a DSP core, a controller,
a microcontroller, Application Specific Integrated Circuits
(ASICs), Field Programmable Gate Arrays (FPGAs) cir-
cuits, any other type of integrated circuit (IC), and/or a state
machine. Such processors can be manufactured by config-
uring a manufacturing process using the results of processed
hardware description language (HDL) instructions and other
intermediary data including netlists (such instructions
capable of being stored on a computer readable media). The
results of such processing can be maskworks that are then
used in a semiconductor manufacturing process to manu-
facture a processor which implements features of the dis-
closure.

[0069] The methods or flow charts provided herein can be
implemented in a computer program, software, or firmware
incorporated in a non-transitory computer-readable storage
medium for execution by a general purpose computer or a
processor. Examples of non-transitory computer-readable
storage mediums include a read only memory (ROM), a
random access memory (RAM), a register, cache memory,
semiconductor memory devices, magnetic media such as
internal hard disks and removable disks, magneto-optical
media, and optical media such as CD-ROM disks, and
digital versatile disks (DVDs).

What is claimed is:

1. A method of improving reliability of quantum comput-
ing operations, the method comprising:

measuring a first plurality of performances associated
with a second plurality of connections between a third
plurality of nodes to determine a fourth plurality of
reliabilities associated with the second plurality of
connections;

selecting a bubble node of the third plurality of nodes,
wherein the bubble node has connections with associ-
ated relatively higher reliabilities than other nodes of
the third plurality of nodes;

selectively moving a first qubit from a first node to the
bubble node;

selectively moving a second qubit from a second node to
the bubble node; and

performing a quantum operation at the bubble node using
the first qubit and the second qubit.
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2. The method of claim 1, wherein:

the bubble node is the same as the first node; and

the selectively moving the first qubit includes keeping the

first qubit at the first node.

3. The method of claim 1, wherein a reliability associated
with moving a qubit from one node to another node is
different than a reliability associated with moving the qubit
from the another node to the one node.

4. The method of claim 1, wherein:

a fifth plurality of nodes comprise the third plurality of

nodes;

the fifth plurality of nodes comprise a sixth plurality of

regions;

the third plurality of nodes are assigned to a first region of

the sixth plurality of regions; and
the method further comprises:
selecting, for each of the sixth plurality of regions, a
bubble node that has connections with associated rela-
tively higher reliabilities than other nodes of a respec-
tive region of the sixth plurality of regions; and

selectively moving, for each of the sixth plurality of
regions, qubits residing in a same region to a respective
bubble node of the same region.

5. The method of claim 4, wherein:

the fifth plurality of nodes comprise one or more super

bubble nodes;

the one or more super bubble nodes are connected with

the respective bubble nodes of the sixth plurality of
regions; and
the method further comprises:
moving a first bubble qubit from a first bubble node to a
super bubble node connected to the first bubble node;

moving a second bubble qubit from a second bubble node
to the super bubble node connected to the second
bubble node; and

performing a quantum operation at the super bubble node

using the first bubble qubit and the second bubble qubit.

6. The method of claim 5, wherein the super bubble node
has connections to other super bubble nodes and other
bubble nodes that are relatively more reliable compared to
connections between nodes that are neither bubble nodes nor
super bubble nodes.

7. The method of claim 4, further comprising:

modifying the first region and a second region of the sixth

plurality of regions, wherein at least one node of the
first region is reassigned to the second region or at least
one node of the second region is reassigned to the first
region.

8. The method of claim 7, further comprising:

selecting a new first bubble node of the modified first

region; and

selecting a new second bubble node of the modified

second region.

9. The method of claim 1, further comprising:

remeasuring the first plurality of performances to deter-

mine an updated fourth plurality of reliabilities;
selecting an updated bubble node that has connections
with associated relatively higher updated reliabilities
than other nodes of the third plurality of nodes;
moving a third qubit from a third node to the updated
bubble node;

moving a fourth qubit from a fourth node to the updated

bubble node; and

performing another quantum operation using the third

qubit and the fourth qubit.
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10. The method of claim 9, wherein the updated bubble
node is different than the first node.

11. A non-transitory computer readable storage medium
storing instructions for operating a quantum computing
system, the instructions comprising:

a first code segment for measuring a first plurality of
performances associated with a second plurality of
connections between a third plurality of nodes to deter-
mine a fourth plurality of reliabilities associated with
the second plurality of connections;

a second code segment for selecting a bubble node of the
third plurality of nodes, wherein the bubble node has
connections with associated relatively higher reliabili-
ties than other nodes of the third plurality of nodes;

a third code segment for selectively moving a first qubit
from a first node to the bubble node;

a fourth code segment for selectively moving a second
qubit from a second node to the bubble node; and

a fifth code segment for performing a quantum operation
at the bubble node using the first qubit and the second
qubit.

12. The non-transitory computer readable storage medium

of claim 11, wherein:

the bubble node is the same as the first node; and

the selectively moving the first qubit includes keeping the
first qubit at the first node.

13. The non-transitory computer readable storage medium
of claim 11, wherein a reliability associated with moving a
qubit from one node to another node is different than a
reliability associated with moving the qubit from the another
node to the one node.

14. The non-transitory computer readable storage medium
of claim 11, wherein:

a fifth plurality of nodes comprise the third plurality of

nodes;

the fifth plurality of nodes comprise a sixth plurality of
regions;

the third plurality of nodes are assigned to a first region of
the sixth plurality of regions; and

the instructions further comprise:

a sixth code segment for selecting, for each of the sixth
plurality of regions, a bubble node that has connections
with associated relatively higher reliabilities than other
nodes of a respective region of the sixth plurality of
regions; and

a seventh code segment for selectively moving, for each
of the sixth plurality of regions, qubits residing in a
same region to a respective bubble node of the same
region.

15. The non-transitory computer readable storage medium

of claim 14, wherein:
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the fifth plurality of nodes comprise one or more super
bubble nodes;

the one or more super bubble nodes are connected with
the respective bubble nodes of the sixth plurality of
regions; and

the instructions further comprise:

an eighth code segment for moving a first bubble qubit
from a first bubble node to a super bubble node
connected to the first bubble node;

a ninth code segment for moving a second bubble qubit
from a second bubble node to the super bubble node
connected to the second bubble node; and

a tenth code segment for performing a quantum operation
at the super bubble node using the first bubble qubit and
the second bubble qubit.

16. The non-transitory computer readable storage medium
of claim 15, wherein the super bubble node has connections
to other super bubble nodes and other bubble nodes that are
relatively more reliable compared to connections between
nodes that are neither bubble nodes nor super bubble nodes.

17. The non-transitory computer readable storage medium
of claim 14, the instructions further comprising:

an eighth code segment for modifying the first region and
a second region of the sixth plurality of regions,
wherein at least one node of the first region is reas-
signed to the second region or at least one node of the
second region is reassigned to the first region.

18. The non-transitory computer readable storage medium

of claim 17, the instructions further comprising:

a ninth code segment for selecting a new first bubble node
of the modified first region; and

a tenth code segment for selecting a new second bubble
node of the modified second region.

19. The non-transitory computer readable storage medium

of claim 11, the instructions further comprising:

a sixth code segment for remeasuring the first plurality of
performances to determine an updated fourth plurality
of reliabilities;

a seventh code segment for selecting an updated bubble
node that has connections with associated relatively
higher updated reliabilities than other nodes of the third
plurality of nodes;

an eighth code segment for moving a third qubit from a
third node to the updated bubble node;

a ninth code segment for moving a fourth qubit from a
fourth node to the updated bubble node; and

a tenth code segment for performing another quantum
operation using the third qubit and the fourth qubit.

20. The non-transitory computer readable storage medium
of claim 19, wherein the updated bubble node is different
than the first node.



